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ABSTRACT: Electron-transporting multi-heme cyto-
chromes are essential to the metabolism of microbes that
inhabit soils and carry out important biogeochemical
processes. Recently the first crystal structure of a prototype
bacterial deca-heme cytochrome (MtrF) has been resolved
and its electrochemistry characterized. However, the
molecular details of electron transport along heme chains
in the cytochrome are difficult to access via experiment
due to the nearly identical chemical nature of the heme
cofactors. Here we employ large-scale molecular dynamics
simulations to compute the redox potentials of the 10
hemes of MtrF in aqueous solution. We find that as a
whole they fall within a range of ~0.3 V, in agreement with
experiment. Individual redox potentials give rise to a free
energy profile for electron transport that is approximately
symmetric with respect to the center of the protein. Our
calculations indicate that there is no significant potential
bias along the orthogonal octa- and tetra-heme chains,
suggesting that under aqueous conditions MtrF is a nearly
reversible two-dimensional conductor.
b 1 etal-respiring bacteria utilize a complex network of
electron-transfer (ET) proteins to transport electrons
from their inner membrane across the peri?lasm and the outer
membrane toward extracellular substrates.” The latter include
solid metal oxides like ferrihydrite and manganese dioxide.>’
Electron transport may cover distances of several micrometers
along conductive pili via ET proteins as central constituents,
probably by multi-step charge hopping.6 These ET proteins are
thus interesting not only in the biological context but also
because they show promise in nano-biotechnological applica-
tions.”®
Recently Clarke et al.” published the first crystal structure of
an outer-membrane ET protein from a metal-respiring
bacterium, the deca-heme c-type cytochrome MtrF from
Shewanella oneidensis. Like homologue MtrC, MtrF is proposed
to help facilitate the final steps of electron transport across the
outer membrane to extracellular substrates, in cooperation with
a periplasmic cytochrome MtrD and a membrane barrel protein
MtrE, which is proposed to enable contact for electron transfer
between MtrD and MtrF (see Figure 1). MtrF is assumed to
pass electrons on to extracellular substrates.
The crystal structure of MtrF is shown in Figure 1. It consists
of four domains, with domains I and III containing f-sheets and
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Figure 1. The protein MtrF, its proposed location on the outer
membrane of S. oneidensis, and its interaction with the proteins MtrE
and MtrD. Hemes are numbered with arabic, domains with roman
numerals. Iron atoms are shown in orange.

domains II and IV a-helices. The latter two domains each bind
five heme c-cofactors, covalently bound to the protein via two
cysteine linkages in a CXXCH binding motif (C, cysteine; H,
histidine; X, arbitrary residue) and ligated by two histidines.
The heme cofactors are arranged in a “staggered cross”
formation, with the four roughly coplanar hemes 2, 1, 6, and 7
in the center of the protein and the heme triples 3,4, S and 8,
9, 10 being nearly parallel-stacked and placed perpendicular to
the central heme plane. This arrangement yields an octa-heme
chain between hemes S and 10, with hemes 1 and 6 as
branching points toward hemes 2 and 7, respectively.

While the protein crystal structure has been characterized,
many aspects of the function of the protein, including the
thermodynamics and kinetics of electron transport, as well as
the binding sites for electron acceptors, are largely unknown.
The 10 heme redox potentials were reported to range from 0 to
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Figure 2. Redox potentials for the heme cofactors in MtrF. (a) Redox potentials for each cofactor in both directions of thermodynamic integration,
together with their averages. Values from protein film voltammetry are shown on the left edge in red. (b) MtrF with hemes colored from light green
(low redox potential) to black (high redox potential). Negatively and positively charged residues are shown in red and blue, respectively. Important

residues discussed in the text are highlighted.

—0.260 V for solvated MtrF and between —0.044 and —0.312 V
from protein film voltammetry (values relative to the normal
hydrogen electrode).’ No assignments of these values to
individual hemes have been reported, hindered by the nearly
identical chemical nature of the 10 hemes. The heme-to-heme
ET free energy landscape along chains in MtrF thus remains
obscured. Yet, the elucidation of this profile is of high
importance as it is key to our understanding of the energetics
of electron transport across and between microbial cells, a
subject of intense recent interest."*®" It also provides much
needed input parameters for kinetic models for electron
transport across MtrF and along conductive microbial pili
that were suggested very recently.

The simulation of redox and ET reactions in mono-heme
cytochromes has been the subject of successful computational
studies, including the calculation of redox potentials,">"!
reorganization energies,"”>”"® and electronic couplings.'**°
These investigations paved the way for applications to larger
and more complex cytochromes. Here we use large-scale
molecular dynamics (MD) simulations to compute heme
microscopic redox potentials for the deca-heme protein MtrF,
which allows us to construct the desired free energy landscape
for electron transport through this protein. We find an almost
symmetric free energy profile with only small differences in the
redox potentials of the terminal hemes, implying that electron
transport across the protein is nearly reversible.

We consider the case where electron supply to MtrF is
limited so that all cofactors j # i are in the oxidized state except
heme i that carries the excess electron. The free energy for
oxidation of the latter, AG, was calculated using a standard
thermodynamic integration protocol,

1 [ 0E,

ATy (1)
where (0E,/0n) = Eq — Eg + (27 — 1)E,, Eg and Ey are the
potential energies of MtrF in the all-oxidized state and in the
state where heme i is reduced, respectively, and E, is a small
energy term due to the integration path chosen (see SI for
details). The coupling parameter # takes values from 0 (=

Fe(II) heme i) to 1 (=Fe(Ill) heme i). Since all 10 heme
cofactors of MtrF are chemically identical, one can assume that
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most of the difference in heme redox potentials is due to the
electrostatic effect of the protein and solvent. This implies that
classical force fields should be suitable for calculating redox
potentials. Of course, any more subtle effects such as electronic
polarization of the heme cofactors due to the environment are
neglected in this approach. However, previous QM/MM
calculations on cytochrome c¢ indicated that such effects are
small.'® In this regard and in view of the long simulation times
needed to obtain converged averages, we preferred in this study
to use classical MD simulation over QM/MM. The atomic
partial charges for the reduced and the oxidized heme cofactors
were parametrized previously by carrying out density functional
theory calculations on gas-phase Fe(II)- and Fe(IIl)-porphyrin-
(imidazole),."®'” Thus, all atoms of the porphyrin ring and
axial histidine ligands are subject to a change of charge during
oxidation. The protein was modeled using the AMBERO3 force
field parameters™'
for the protein simulation was prepared by solvating the crystal
structure of MtrF in 0.1 M NaCl and choosing protonation
states according to pH 7. The integral eq 1 was approximated
by a finite sum using # = 0.0, 0.25, 0.50, 0.75, and 1.00. For
each window MD simulations were carried out. After 2.75 ns of
equilibration, the vertical ionization potential was averaged over
a trajectory of length 2.75 ns. Simulations were carried out from
the oxidized to the reduced state (1.0 — 0.0) and in the reverse
direction (0.0 > 1.0) for each of the 10 hemes. Free energies
for oxidation were converted to redox potentials € via AG = Fe,
where F is the Faraday constant. The computed absolute redox
potentials cannot be directly compared to the experimental
redox potentials but are offset from the latter by a cofactor-
independent constant C, which depends on the charge
parametrization of the cofactors and the boundary conditions
for which the derivative (0E,/dn) is computed (see ref 22 for a
more detailed explanation of the last point.) The constant C
was determined by sorting computed and experimental redox
potentials in ascending order and choosing C such that the sum
of the square differences between computed and experimental
redox potentials is minimal. This procedure gave C = —1.567 V.
Thus, the shape of the free energy profile, i.e., the relative heme
reduction potentials (Ag), can be obtained from the MD

for both oxidation states. An initial structure
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simulations, whereas the absolute zero of the potential is
adjusted empirically.

The redox potentials obtained for each cofactor are shown in
Figure 2a and summarized in Table S1. The position of the
hemes in the protein is shown in Figure 2b, where cofactors are
colored according to their redox potential from light green (=
lowest redox potential = highest free energy in Figure 2a) to
black (= highest redox potential = lowest free energy). As the
10 heme redox potentials fall within a narrow range of only
~0.3 V, we first discuss the statistical uncertainties of our
simulations. We find that the free energy derivative (0E,/dn) is
converged within a few ns of simulation time (Figure S1). The
corresponding error bars due to the finite length of the
trajectories are displayed for each data point in Figure 2a. They
are <0.01 V, and for all practical purposes negligible. The
deviation between forward and backward thermodynamic
integration (brown vs blue line in Figure 2a) is larger. We
have taken the average over the two directions as final redox
potentials and half of the differences as the final uncertainties.
The latter are typically not larger than 0.03 V and significantly
smaller than the redox potential differences between adjacent
hemes (0.1—0.2 V), except for the group of hemes 6-1-2 which
lie within a very narrow potential range (0.02 V). Overall, we
can conclude that the uncertainties of our simulations are
sufficiently small, permitting the construction of a statistically
significant free energy profile.

We find that the computed potential range (0.35 V) is
somewhat larger than in experiment (0.26 V). Assuming partial
deprotonation of a protonated histidine in the vicinity of heme
7, the computed potential range decreases to 0.29 V, in very
close agreement with experiment. Comparison with experiment
should be considered with some caution, however, since the
computed values are microscopic redox potentials relevant for
one-electron transport through all-oxidized MtrF, whereas
experimental values are macroscopic potentials for accumulated
stepwise reduction of the protein. Notwithstanding this
difference, the relatively good reproduction of the experimental
range can be seen as a first validation of our simulation
methodology.

The free energy landscape shown in Figure 2a is roughly
symmetric with respect to the protein center (except for the
heme pair 7 and 2). This is not very surprising if one considers
the approximately symmetric arrangement of penta-heme
domains II and IV in MtrF (Figure 2b). The free energy
landscape comprises two “hills” (10-9-8-6 and 1-3-4-5), with
hemes 6 and 1 forming a plateau. The redox potential of heme
10, hypothesized to receive an electron from MtrE in the
bacterial MtrDEF complex,” is only ~0.05 V lower than that of
heme S at the other end of the octa-heme chain, and 0.04 and
~0.09 V lower than those of hemes 2 and 7 at the termini of
the tetra-heme chain (assuming partial deprotonation of the
histidine in the vicinity of heme 7, see below and SI).
Unfortunately, experimental assignments of redox potentials are
not available (yet) to verify our theoretical predictions.
However, it seems plausible that the redox potentials of the
terminal hemes of MtrF are similar such that loss of free energy
during electron transport across the protein is minimal. Clearly,
the advantage of a symmetric free energy profile over a simple
downbhill slope is that electrons can flow reversibly, albeit at the
expense of slower forward ET rates. The small potential
differences at the termini also mean that the computed redox
potentials do not give a hint regarding likely electron entry/exit
sites into/out of MtrF in the cellular MtrDEF complex.
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A simple explanation of the observed redox potentials, e.g., in
terms of solvent accessibility, could not be found. For instance,
the crystal structure-based solvent accessibilities as reported by
Clarke et al.” did not show any correlation with our computed
redox potentials. The use of molecular simulation allows us to
analyze the redox potentials in terms of contributions of
individual residues by calculating the contribution of each
residue to the redox potential of each heme (see SI and Table
S3). We find that every charged residue in the environment of a
cofactor contributes several tenths of volts, with positively
charged residues largely canceling the contribution of negatively
charged ones. Although this does not enable a simple
explanation of the redox potentials, we highlight in the
following a few particularly important residues which are
depicted in the insets of Figure 2a and indicated in Figure 2b.

We find that the axial histidine ligands of the hemes with the
lowest redox potentials, hemes 4 and 9, form a hydrogen bond
with the propionate groups (Prp S and Prpl0) of the
neighboring hemes (S and 10, respectively). The proprionates
are already in the proximity of the histidines in the crystal
structure (O—N = 3.24 and 4.85 A, respectively) and form
temporary hydrogen bonds during the dynamics. As can be
seen from Figure 2b, there are no positively charged residues in
the immediate neighborhood of hemes 4 and 9 that would
compensate for the presence of the propionates. This gives a
rationale for the relatively high free energy of reduced hemes 4
and 9.

Conversely, the low free energy of reduced heme 7 results
from a high density of positively charged residues in its vicinity,
including arginine 488 and a doubly protonated histidine
nearby (labeled Hip4S1 in Figure 2b). The latter forms a
hydrogen bond with a close-by aspartate in the crystal structure
and was thus assumed to be protonated. The empirical pK,
estimation tool propKa® gives an estimated pK, = 7.74 for this
residue. This would mean that at pH 7 the fraction of singly
protonated (neutral) histidine 451 is 0.1S. Scaling the free
energy contributions of Hip451 to the heme redox potentials
accordingly by a factor of 0.85, both the potential of heme 7
and the range of redox potentials would decrease by ~60 mV.
This suggests that partial deprotonation of histidine 451 will
reduce the computed redox potentials to a range in better
agreement with experiment, as well as alleviate the role of heme
7 as an electron sink.

Heme 2 is surrounded by negative and positive residues alike.
Aspartate 228 remains close to one of the axial histidines of
heme 2 (O—H ~ 2.5 A most of the time). But in contrast to
hemes 4 and 9, there are several positively charged residues in
the neighborhood of heme 2, two of which are indicated in
Figure 2b (lysines 222 and 237). This provides an explanation
for the relatively high redox potential of heme 2 despite the
presence of an aspartate nearby.

The free energy landscape for electron flow through the
bacterial deca-heme cytochrome MtrF has been calculated via
thermodynamic integration, revealing a nearly symmetric
profile that can be rationalized by the electrostatic effects of
neighboring protein residues. We hope that future experiments
will be able to verify some of our predictions. In particular, it
would be interesting to see if the introduction of positively
charged residues close to the low-potential hemes 4 and 9 could
increase their redox potential, which, according to our
calculations, would lead to a smaller range of observed redox
potentials and a reduction of the two highest barriers for ET,
possibly accompanied by an increase in the overall rate for
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electron transport through the protein. The opposite is
expected if more negatively charged side chains were
introduced. The next objective in terms of computations is
the prediction of rates for ET along the heme chains, which will
require estimates of reorganization free energies and electronic
coupling elements, both presently underway using molecular
simulation.
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Thermodynamic integration and MD simulation protocols;
data evaluation; discussion of interactions with substrates;
complete refs 1, S, 9, and 21. This material is available free of
charge via the Internet at http://pubs.acs.org.
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